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Convolutional neural networks (CNNs) are frequently used for image generation, see for instance [1,2]. In
this context it has been observed in practice that CNNs have a smoothing effect on images. While this is
desirable for denoising it also leads to unwanted blurring of edges. In this talk we formalize this observation
by rigorously showing that, under mild conditions, images generated from CNNs are continuous and in some
cases even continuously differentiable. In particular this implies that CNNs cannot generate sharp edges
which are a key feature of natural images. To prove these results we first consider CNNs in function space for
which regularity results can be proven and afterwards show that practically used CNNs are, indeed, proper
discretizations of these function space CNNs. Furthermore we provide numerical experiments supporting our
theoretical findings and suggest modeling approaches to avoid the issue. See [4] for a preprint of our work.
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