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Power-aware computing introduces an additional dimension in the development of efficient parallel codes
for heterogeneous computing architectures. Along with experimental frameworks that facilitate the accom-
plishment of experimental measures, there is a need for data analysis strategies and programming guidelines
and strategies that jointly consider speed and consumption performance, among others. Our communication
in the present edition of the PACO workshop describes the work developed on time-energy analysis of an
electroencephalogram (EEG) classification problem implemented on heterogeneous clusters with nodes in-
cluding CPU and GPU architectures, and the techniques proposed by our research group of the Department
of Architecture and Computer Technology of the University of Granada in this topic [2, 3, 4, 5].

Our approach analyses the energy consumption and runtime behaviors of a parallel master-worker evolu-
tionary algorithm according to the workload distribution among the GPU and CPU cores and their operating
frequencies. In the kind of evolutionary procedure here considered, most of the workload corresponds to the
fitness evaluation of the solutions that constitute the population evolved across the generations (iterations) of
the algorithm. Thus, the way the solutions are allocated to GPU and CPU cores will determine the efficiency
in performance and energy behavior of the parallel algorithm once a suitable workload distribution among
the available cores is attained. We have defined models [3] for runtime and energy consumption that have
been fitted to the experimental results by multiple linear regression with values of theR2-statistics that show
high statistical significance in all the cases.

The implemented program is an OpenCL (version 1.2) code (compiled with GCC 4.8.5) for a multi-objective
feature selection problem corresponding to a BCI task [6] applied to a dataset recorded in the BCI Labora-
tory of the University of Essex. Each pattern is an electroencephalogram (EEG) described by 3600 features
corresponding to 12 features per each of the 20 temporal segments and 15 electrodes [6].

From these models, it is possible to define a workload distribution that takes into account both the runtime
and the energy consumption through a bi-objective cost function that properly weights both objectives. As
many useful bioinformatics and data mining applications are tackled by programs with a similar profile to
that of the here considered parallel master-worker procedure, the conclusions about energy consumption and
speedups can be taken into account many times, and the proposed energy-aware scheduling approach could
be frequently applied.

Regarding the operating mode control, the standard ACPI (Advanced Configuration and Power Interface) [9]
includes mechanisms tomanage and save energy, provides a suitable control of the BIOS functioning and gives
information about the configuration and the control of the processor states related to the energy consump-
tion (C0, C1, C2, C3, . . . , Cn) and performance (P0, P1, . . . , Pn). Likewise, the Linux kernel implements
the CPUFreq (CPU Frequency scaling) subsystem [7], which allows the operating system, either automatically
through the events generated by the ACPI, or through user program calls, to change the operating frequency
of the processor for energy saving. The so-called governors [8] are included in the CPUFreq subsystem, to
implement specific policies for controlling the processor clock. The interface to use these services at the user
level can be found in the header file linux/cpufreq.h [1].
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